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Spin correlations in the tt system and the polarization of the top quark are measured using
dilepton final states produced in pp collisions at the LHC at

√
s = 7 TeV. The data correspond

to an integrated luminosity of 5.0 fb−1 collected with the CMS detector. The measurements are
performed using events with two oppositely charged leptons (electrons or muons), a significant
imbalance in transverse momentum, and two or more jets, where at least one of the jets is identified
as likely originating from a b quark. The spin correlations and polarization are measured through
asymmetries in angular distributions of the two selected leptons, unfolded to the parton level. All
measurements are found to be in agreement with predictions of the standard model.

Spin correlations in the tt system provide direct access
to the properties of the bare top quark, as well as a test
of the viability of perturbative quantum chromodynam-
ics (QCD) in the tt production process [1]. The polar-
ization of the top quarks in tt events is another topic of
major interest. In the standard model (SM), top quarks
are produced with a small amount of polarization that
can be attributed to electroweak corrections to the QCD-
dominated production process. For models beyond the
SM, couplings of the top quark to new particles can alter
both the polarization of the top quark and the amount
of spin correlation in the tt system [2].

At the Tevatron, the top-quark mass has been mea-
sured as mt = 173.20 ± 0.87 GeV [3], and its decay
width is Γt = 2.0+0.7

−0.6 GeV [4]. This implies a lifetime
much shorter than the spin decorrelation timescale of
mt/Λ

2
QCD [5]. Consequently, the information about the

spin of the top quark at production is transferred directly
to its decay products and can be accessed from their an-
gular distributions.

At the Large Hadron Collider (LHC), top quarks are
produced abundantly, mainly in pairs. For low tt invari-
ant masses, the production is dominated by the fusion of
pairs of gluons with the same helicities, resulting in the
creation of top-quark pairs with antiparallel spins. At
larger invariant masses, the dominant production is via
the fusion of gluons with the opposite helicities, resulting
in tt pairs with parallel spins. These have the same con-
figuration as tt events produced via qq annihilation [5].

In the decay tt → `+νb`−νb, in the laboratory frame,
the difference in azimuthal angles of the charged leptons
(∆φ`+`−) is sensitive to tt spin correlations, and can be
measured precisely without reconstructing the full event
kinematics [5]. The top-quark spin can be studied using
θ`, which is the angle of the charged lepton in the rest
frame of its parent top quark or antiquark, measured in
the helicity frame (i.e., relative to the direction of the
parent quark in the tt center-of-momentum frame). The
CDF, D0, and ATLAS spin correlation and polarization
measurements used template fits to angular distributions
and observed results consistent with SM expectations [6–

11]. In this analysis, the measurements are made us-
ing angular asymmetry variables unfolded to the parton
level, allowing direct comparisons between the data and
theoretical predictions.

The top-quark polarization P in the helicity basis is
given by P = 2AP , where the asymmetry variable AP is
defined as

AP =
N(cos(θ`) > 0)−N(cos(θ`) < 0)

N(cos(θ`) > 0) +N(cos(θ`) < 0)
.

Here the numbers of events N are counted using the θ`
measurements of both positively and negatively charged
leptons (θ`+ and θ`−), assuming CP invariance.

For tt spin correlations, the variable

A∆φ =
N(∆φ`+`− > π/2)−N(∆φ`+`− < π/2)

N(∆φ`+`− > π/2) +N(∆φ`+`− < π/2)

provides excellent discrimination between correlated and
uncorrelated t and t spins, while the variable

Ac1c2 =
N(c1 · c2 > 0)−N(c1 · c2 < 0)

N(c1 · c2 > 0) +N(c1 · c2 < 0)
,

where c1 = cos(θ`+) and c2 = cos(θ`−), provides a direct
measure of the spin correlation coefficient Chel using the
helicity angles of the two leptons in each event: Chel =
−4Ac1c2 [12].

The results presented in this Letter are based on data
that correspond to an integrated luminosity of 5.0 fb−1

of proton-proton collisions at
√
s = 7 TeV, provided by

the LHC and recorded by the Compact Muon Solenoid
(CMS) detector in 2011.

The central feature of the CMS apparatus is a super-
conducting solenoid, 13 m in length and 6 m in diam-
eter, which provides an axial magnetic field of 3.8 T.
The bore of the solenoid is outfitted with a variety of
particle detection systems. Charged-particle trajectories
are measured with the silicon pixel and strip trackers
that cover a pseudorapidity region of |η| < 2.5, where
η is defined as η = − ln[tan θ/2], with θ being the po-
lar angle of the trajectory of the particle with respect



2

to the counterclockwise-beam direction. A crystal elec-
tromagnetic calorimeter and a brass/scintillator hadron
calorimeter surround the inner tracking volume and pro-
vide high-resolution measurements of energy used to re-
construct electrons, photons, and particle jets. Muons
are measured in gas-ionization detectors embedded in the
flux return yoke of the solenoid. The detector is nearly
hermetic, thereby providing reliable measurements of
momentum imbalance in the plane transverse to the
beams. A two-tier trigger system selects the most inter-
esting collisions for analysis. A more detailed description
of the CMS detector is given in Ref. [13].

For this analysis, pp collisions are selected using trig-
gers that require the presence of at least two leptons (elec-
trons or muons) with large transverse momentum (pT).
Electron candidates [14] are reconstructed by associating
tracks from the inner tracker with energy clusters in the
electromagnetic calorimeter. Muon candidates [15] are
reconstructed by combining information from the outer
muon detector with the tracks reconstructed by the in-
ner tracker. Additional lepton identification criteria are
applied for both lepton flavors in order to reject hadronic
jets that are misidentified as leptons [14, 15]. Both elec-
trons and muons are required to be isolated from other
activity in the event. This is achieved by imposing a max-
imum value of 0.15 on the ratio of the scalar sum of sup-
plementary track pT and calorimeter transverse energy
deposits within a cone of ∆R ≡

√
(∆η)2 + (∆φ)2 < 0.3

around the lepton candidate direction, to the transverse
momentum of the candidate.

Event selection is applied to reject events other than
those from tt in the dilepton final state. Events are re-
quired to have exactly two opposite-sign, isolated leptons
(e+e−, µ+µ−, or e±µ∓). The electrons (muons) are re-
quired to have pT > 20 GeV and to lie within |η| < 2.5
(2.4). The reconstructed lepton trajectories must be con-
sistent with a common interaction vertex. Events with an
e+e− or µ+µ− pair with invariant mass between 76 and
106 GeV or below 20 GeV are removed to suppress Drell–
Yan and heavy-flavor resonance production. The jets
and the momentum imbalance in each event are recon-
structed using a particle-flow technique [16]. The anti-
kT clustering algorithm [17] with a distance parameter
of 0.5 is used for jet clustering. Corrections are applied
to the energies of the reconstructed jets, based on the
results of simulations and studies using exclusive dijet
and γ+jet data [18]. At least two jets with pT > 30 GeV
and |η| < 2.5, separated by ∆R > 0.4 from leptons pass-
ing the analysis selection, are required in each event. At
least one of these jets must be consistent with the decay
of heavy-flavor hadrons (a “b jet”), identified by the com-
bined secondary vertex b-tagging algorithm [19]. This is
based on the reconstruction of a secondary decay vertex,
and gives a b-tagging efficiency of about 70% (depending
on jet pT and η) with misidentification probabilities of ap-
proximately 1.5% and 20% for jets originating from light

partons (u, d, and s quarks, and gluons) and c quarks,
respectively. The missing transverse energy, Emiss

T , is
defined as the magnitude of the momentum imbalance,
which is the negative of the vector sum of the momenta
of all reconstructed particles in the plane transverse to
the beam. The Emiss

T in the event is required to exceed
40 GeV in events with same-flavor leptons, in order to
suppress the Drell–Yan background.

Simulated tt events are generated using mc@nlo
3.41 [20], with a top-quark mass of 172.5 GeV, and show-
ered and fragmented using herwig 6.520 [21]. Simula-
tions with different values of mt and the factorization and
renormalization scales are produced in order to evaluate
the associated systematic uncertainties.

The dilepton tt selection classifies events with τ lep-
tons as signal only when the τ decays leptonically. Other
tt topologies, such as the lepton+jets and all-hadronic
decays, are classified as background. The background
samples of W + jets, Drell–Yan, diboson, and single-
top-quark events are generated using MadGraph [22]
or powheg [23], and showered and fragmented using
pythia 6.4.22 [24]. Next-to-leading order (NLO) cross
sections are used for all background samples.

For both signal and background events, multiple pp
interactions in the same or nearby bunch crossings
(pileup) are simulated using pythia and superimposed
on the hard collision. Events are then simulated using a
Geant4-based model [25] of the CMS detector, and fi-
nally reconstructed and analyzed with the same software
used to process collision data.

The trigger efficiency for dilepton events that pass the
analysis selection criteria is determined using a tag-and-
probe method [26]. For the ee, eµ, and µµ channels this
gives pT- and η-dependent efficiencies of approximately
100%, 95%, and 90%, respectively [27]. These efficien-
cies are used to weight the simulated events to account
for the trigger requirement. The lepton selection effi-
ciencies (reconstruction, identification, and isolation) are
consistent between the data and the simulation [26, 28].
To account for the difference between the b-tagging effi-
ciencies in data and simulation [19], data-to-simulation
scale factors are applied for each jet in the simulated
events. CMS studies [29] have shown that the top-quark
pT distribution in data is softer than in the NLO simu-
lation. Reweighting the top-quark pT in the simulation
to match the data improves the modeling of the lepton
and jet pT distributions, and is applied to the mc@nlo tt
sample used in this Letter. Due to the dependence of the
spin correlations on the tt invariant mass, and thus the
top-quark pT, the pT reweighting increases the fraction
of top-quark pairs with aligned spins in the simulation.
The simulation is used only for the unfolding, which is
primarily sensitive to changes in acceptance, where the
effect of the pT reweighting largely cancels in the ratio.
However, the top-quark pT spectrum modeling remains
as one of the most significant uncertainties.



3

After all weights are applied, a total of 740 background
events are expected. There are 9824 events observed in
data, and the remaining 9084 events are assumed to be
signal (dileptonic tt). The mean acceptance for signal
events is 18%, and describes the fraction of all produced
signal events that are expected to be selected.

While the ∆φ`+`− measurement relies purely on lep-
tonic information, the measurements based on θ` require
reconstruction of the entire tt system. Each event has
two neutrinos, and there is also ambiguity in combining
b jets with leptons, resulting in up to 16 possible solu-
tions for the tt system. The analytical matrix weighting
technique (AMWT) [30] is used to find the most prob-
able solution, assuming a top-quark mass of 172.5 GeV.
In events with only one b-tagged jet, the second b jet is
assumed to be the untagged jet with the largest pT. So-
lutions are assigned a weight, based on the probability
of observing such a configuration, and the tt kinematic
quantities are taken from the solution with the largest
weight. To improve the efficiency of the technique in
the presence of mismeasured jets, the solution for each
event is integrated over parameterized jet and Emiss

T res-
olution functions. Despite this, no solutions are found
for approximately 14% of events, both in data and in the
simulation. Events with no solutions are not used in the
measurement of θ`. This is accounted for as an additional
event selection requirement.

The backgrounds from Drell–Yan production and
events with a misidentified lepton are estimated using
both control data samples and simulation. The results
agree within their uncertainties. Contributions to the
background from single-top-quark and diboson events are
estimated from simulation only. The simulation is cho-
sen as the method to predict the background event yields
and shapes, with systematic uncertainties based on com-
parisons with the estimates using data.

The Drell–Yan background outside of the Z-boson
mass window is estimated using the ratio of simulated
events inside/outside of the window to scale the observed
event yield inside of the window. The contribution in
this region from other processes, where the two leptons
do not come from a Z boson, is estimated from eµ data
and subtracted prior to performing the scaling.

The background with at least one misidentified lepton
(non-dileptonic tt, W+jets, and QCD) is estimated from
control samples in data using a parametrization of the
probability for a jet to be misidentified as a lepton. This
parametrization is determined from data using events col-
lected by jet triggers with varying energy thresholds. For
both electrons and muons, an associated “loose” lepton
candidate is defined based on relaxed isolation require-
ments. Lepton misidentification rates are parametrized
as a function of lepton pT and η, and are applied as
weights to events containing exactly one fully-selected
lepton candidate and one or more loose lepton candi-
dates.

The measured distributions are distorted from the true
underlying distributions by the limited acceptance of the
detector and the finite resolution of the measurements.
In order to correct the data for these effects, we apply an
unfolding procedure, which yields the parton-level dis-
tributions of the variables under study, where the full
covariance matrix is used to evaluate the uncertainties
and bin-to-bin correlations.

The background-subtracted measured distribution ~b is
related to the underlying parton-level distribution ~x by
the matrix equation ~b = SA~x, where A is a diagonal ma-
trix describing the acceptance in each bin of the measured
distribution, and S is a non-diagonal smearing matrix de-
scribing the migration of events between bins due to the
finite detector resolution and reconstruction techniques.
The A and S matrices are modeled using mc@nlo tt
simulation.

We employ a regularized unfolding algorithm using the
singular value decomposition method [31]. The effects of
large statistical fluctuations in the algorithm are greatly
reduced by introducing a regularization term in the un-
folding procedure. The unfolding procedure is validated
using pseudo-experiments by verifying the pull distribu-
tions and linearity for the observables under study.

Various systematic uncertainties affect the measure-
ments. These are mainly related to the performance of
the detector, and the modeling of the signal and back-
ground processes.

The uncertainty due to the jet energy scale (JES) cor-
rections affects the AMWT tt solutions as well as the
event selection. It is estimated by varying the JES of jets
within their uncertainties, with the proper propagation
to the Emiss

T . The uncertainty in the lepton energy scale,
which affects mainly the lepton pT distributions, is esti-
mated by varying the energy scale of electrons by 0.5%
(the uncertainty in muon energies is negligible in compar-
ison), as estimated from comparisons between data and
simulated Z-boson events.

The uncertainty in the background subtraction is ob-
tained by making variations of the normalization of each
background component, by 50% for single-top-quark and
diboson production, and by 100% for the backgrounds
from Drell–Yan production and from misidentified lep-
tons.

The tt modeling and simulation uncertainties are eval-
uated by re-deriving the A and S matrices using simu-
lated events with variations in the parameter of interest:
the factorization and renormalization scales are together
varied up and down by a factor of 2; the top-quark mass
is varied by ±3 GeV around mt = 172.5 GeV; the par-
ton distribution functions (PDFs) are varied using the
pdf4lhc formula [32]; the jet energy resolution is varied
by 5 to 10%, depending on the η of the jet; the simu-
lated pileup multiplicity distribution is changed within
its uncertainty; and the scale factors between data and
simulation for b-tagging efficiency, trigger efficiency, and
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lepton selection efficiency are shifted up and down by 1σ.
In the simulated tt events, the τ spin is not propagated
correctly to its decay products. This affects the angular
distributions of the electrons and muons coming from τ
decays. The corresponding systematic effect is estimated
by reweighting the τ decay distributions to reproduce the
SM expectations. A 100% systematic uncertainty is ap-
plied to the top-quark pT reweighting, since the origin of
the effect is not yet fully understood, and the resulting
systematic uncertainty is quoted separately.

Finally, the results of the unfolding linearity tests are
used to estimate the systematic uncertainty in the un-
folding procedure. The contributions to the total sys-
tematic uncertainty (from their sum in quadrature) for
each asymmetry variable are presented in Table I.

TABLE I. Systematic uncertainties in the background-
subtracted and unfolded values of A∆φ, Ac1c2 , and AP .

Asymmetry variable A∆φ Ac1c2 AP
Jet energy scale 0.002 0.012 0.009
Lepton energy scale 0.001 0.001 0.001
Background 0.003 0.001 0.006
Fact. and renorm. scales 0.001 0.010 0.004
Top-quark mass 0.002 0.009 0.016
Parton distribution functions 0.002 0.002 0.001
Jet energy resolution < 0.001 < 0.001 < 0.001
Pileup 0.002 0.002 0.004
b-tagging scale factor < 0.001 < 0.001 0.001
Lepton selection < 0.001 < 0.001 < 0.001
τ decay polarization 0.001 0.002 0.001
Unfolding 0.004 0.020 0.002
Total systematic uncertainty 0.007 0.027 0.020
Top pT reweighting uncertainty 0.012 0.010 0.008

The background-subtracted and unfolded distributions
for ∆φ`+`− , cos(θ`+) cos(θ`−), and cos(θ`) are shown in
Fig. 1, normalized to unity so that they represent parton-
level differential cross sections in each variable. The data
are compared to the predictions of the mc@nlo tt sample
(with no data-derived reweighting applied), and to NLO
calculations for tt production with and without spin cor-
relation [12, 33].

The asymmetries determined from the unfolded dis-
tributions are also parton-level quantities, and are mea-
sured to be A∆φ = 0.113 ± 0.010 ± 0.007 ± 0.012,
Ac1c2 = −0.021 ± 0.023 ± 0.027 ± 0.010, and AP =
0.005±0.013±0.020±0.008, where the uncertainties are
statistical, systematic, and from top-quark pT reweight-
ing, respectively. These results are compared to the sim-
ulated and theoretical [12, 33] values in Table II. The
A∆φ result indicates the presence of tt spin correlations,
and strongly disfavors the uncorrelated case.

In summary, this Letter presents measurements related
to tt spin correlations and the top-quark polarization in
the tt dilepton final states (e+e−, µ+µ−, and e±µ∓), us-
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FIG. 1. Background-subtracted and unfolded differential
cross sections for ∆φ`+`− , cos(θ`+) cos(θ`−), and cos(θ`). The
error bars represent statistical uncertainties only, while the
systematic uncertainty band is represented by the hatched
area. The bin contents are correlated due to the unfolding.

ing asymmetry distributions unfolded to the parton level.
The results are in agreement with the standard model
predictions for all three measured variables.
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uncertainty from the top-quark pT reweighting. The uncertainties in the simulated results are statistical only, while the
uncertainties in the NLO calculations for correlated and uncorrelated tt spins come from scale variations up and down by a
factor of two. The prediction for Ac1c2 is exactly zero in the absence of spin correlations by construction.

Asymmetry Data (unfolded) mc@nlo NLO (SM, correlated) NLO (uncorrelated)
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−0.008

Ac1c2 −0.021± 0.023± 0.027± 0.010 −0.078± 0.001 −0.078± 0.006 0

AP 0.005± 0.013± 0.020± 0.008 0.000± 0.001 N/A N/A
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